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Abstract—In multi-tenant clouds, off-the-shelf x86 boxes are
widely deployed as middleboxes. With the rapid growth of cloud
traffic and the migration to NFV deployment in recent years,
CPU overloading at middleboxes becomes more of an issue.
From our data centers, we observed that the CPU overloading
was caused by heavy hitters. To address this issue, we propose
MIMIC, a cloud-scale flow backpressure system, implemented
onto our existing SmartNIC with FPGA acceleration. MIMIC
rate-limits the selected heavy hitters through a new per-flow
backpressure protocol and a new heavy-hitter detection system,
to protect the other tenants. The detection system is based on
hierarchical memory design, leveraging on-chip SRAM and off-
chip DRAM, which can handle highly concurrent cloud traffic
without the losses of flow information. We extend the design by
adding a pre-filtering procedure for rapid detection. To avoid
CPU being flooded by FPGA through frequent heavy-hitter
reporting, due to their performance disparity, the CPU queries
the FPGA on demand. The backpressure protocol is non-invasive
to protect tenant privacy and allows controllable rate-limiting
through the novel use of ECN and meter tables. The SmartNIC
acts as a man in the middle to facilitate heavy-hitter detection
and per-flow backpressuring. In a production setting, we observe
that MIMIC can react quickly and bring down CPU load to the
normal level within 10ms without packet losses.

I. INTRODUCTION

Cloud services have been increasingly adopted by organi-
sations and individuals [1]. This trend is accelerated by the
roll-out of 5G mobile networks and the pandemic. Cloud
vendors are motivated to provide a diverse range of services
appealing to customers. As a major cloud vendor, we have
observed the rapid growth of cloud traffic in recent years.
We start experiencing more often CPU overloading at our
NFV-based middleboxes on the path of east-west traffic (VM-
VM) (Fig. 3). By looking into individual CPU overloading
occurrences, we found that CPU overloading was caused by
heavy-hitter flows (Top-1 flows in Fig. 2). In a multi-tenant
cloud, due to infrastructure sharing, CPU overloading may
lead to packet losses and long latency across all the tenants
whose traffic goes through the CPU, even if the majority of
the tenants do not contribute to the heavy hitters.

CPU overloading at middleboxes is now a particular issue
as we are migrating from bare-metal x86 to NFV (Network
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Fig. 1. CPU overloading occurrences
per week across different regions.
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Fig. 2. CPU overloading by heavy
hitters (noticeably Top-1 flows).

Function Virtualization) based deployment where VNFs (Vir-
tual Network Functions) are built above NFV hypervisors
such as KVM [2] (Fig. 3). Network functions such as load
balancing, private gateway, firewall, VPN and NAT (Network
Address Translation) are getting deployed in the NFV nodes
for its programmibility, flexibility and rapid deployment [3],
[4]. However, all these conveniences are achieved at the cost
of performance – CPU overloading becomes more of an
issue. This is in line with our experience of actual deploy-
ment (Fig. 1). Our middleboxes follow the run-to-completion
model [5], hashing the flows randomly onto different CPU
cores via RSS (Receiver-Side Scaling) for load balancing [6].
The RSS-based flow hashing ensures the affinity between the
flow and the core, and thus fast and in-order packet processing.
However, this affinity may lead to CPU core overloading in
the presence of heavy hitters.

There are three possible ways to tackle this problem: scaling
up middlebox capacity, load balancing and backpressuring.
Our experience shows that while a CPU core is being over-
loaded by a heavy hitter, the other cores still have capacity not
utilized. Scaling up middlebox capacity is not an efficient solu-
tion. On the other hand, the SmartNIC with FPGA acceleration
has the same problems as Tofino: limited on-chip resources [7].
Besides, VNFs are highly customized and diverse according to
the users’ requirements, which makes it difficult to configure
hardware logic in advance. Load balancing is another way to
handle this issue. Stateful flow mapping may map a potential
heavy hitter to the CPU core with the lightest load, while
flow migration may reallocate a heavy hitter from one core
to another [8]. However, the RSS-based flow hashing works
reasonably well in terms of load balancing among the cores in
the absence of heavy hitters, due to the effect of multiplexing.
In either case, the “unlucky” core that gets the heavy hitter
may get overloaded. Naturally we may break up the heavy-978-1-6654-8234-9/22/$31.00 ©2022 IEEE



Fig. 3. Design overview. CPU overloading may happen at middleboxes.

hitter flow into pieces (flowlets or packets), and then distribute
the pieces among the cores. While it may sound plausible,
there are practical issues. Packets would likely be processed
and then arrive at TCP receiver out-of-order, causing TCP
retransmissions. Reordering has to be done before sending out
the packets. Furthermore, the VNFs in the middlebox often
have to maintain the state of individual flows. In this case,
state sharing among the cores has to be maintained, imposing
another challenge in addition to reordering. All these are not
trivial tasks in a high-performance setting.

A sensible solution is backpressuring: identify the trouble-
some heavy hitters and then rate-limit them to protect the
other tenants in the network. To this end, we propose a
cloud-scale flow backpressure system, called MIMIC, which
is developed onto our existing production SmartNIC with
FPGA acceleration. The basic idea is to (1) trigger heavy
hitter detection at the middlebox when the CPU utilization
exceeds a threshold, and (2) backpressure the heavy-hitter
flow to the traffic source. The SmartNIC acts as a man
in the middle to facilitate heavy hitter detection as well as
backpressuring selected heavy hitters. To minimize the impact
on the other tenants and packet losses, rate-limiting is carried
out at the source node. Based on this, we designed a per-flow
backpressure protocol, which is capable of:
• Selecting the appropriate flows for rate-limiting. Among

the reported heavy hitters, only the ones contributing signif-
icantly to the overloading are selected.

• Controllable rate-limiting. The heavy hitters are rate-
limited to a desired level through the manipulation of
meter tables as well as ECN marking frequency for TCP
congestion control.

• Being transparent to the hosts by “deceiving” ECN. The
ECN capability is enabled at SmartNIC without modifying
the host as long as the host is willing to enable ECN when
requested (default in Linux 3.x [9]).
The existing SmartNIC has the ability to keep flow statistics

for all ongoing flows for monitoring, auditing and accounting

services. This is achieved through a hierarchical memory
system by taking advantage of the on-chip SRAM and the
off-chip DRAM. On top of that, we designed a heavy hitter
detection mechanism by adding a light-weight heavy hitter
pre-filtering procedure. Through the pre-filtering, a set of
ongoing flows are selected as potential heavy hitters, ready to
be used by the backpressure protocol, which then determines
the heavy hitters to rate-limit. To avoid CPU being flooded
by FPGA through frequent heavy-hitter reporting due to their
performance disparity, the CPU queries the FPGA on demand.

As a result, MIMIC can achieve a fast reaction time to rate-
limit heavy hitters to the desired level across a wide range of
scenarios. Our main contributions are summarized as follows:
• We propose a new heavy-hitter detection system based on

hierarchical memory design, which results in no losses of
flow information for improved detection accuracy. With the
support of the pre-filtering procedure, the heavy hitters can
be determined within 1ms.

• We propose a per-flow backpressure protocol, which can
pinpoint the troublesome heavy hitters. It is non-invasive,
as no modification is needed to the host. “Deceiving” tricks
are done at SmartNIC to enable ECN, but only applied if
the host is not against the use of ECN. It allows controllable
rate-limiting through the manipulation of meter tables and
ECN marking frequency for both TCP and UDP traffic.

• We extend our production SmartNIC, facilitating accurate
heavy-hitter detection and swift per-flow backpressuring.
The additional pre-filtering procedure only requires two
Pingpong tables in SRAM to keep the FlowID of the
potential heavy hitters.
MIMIC has been deployed in our data centers to resolve

CPU overloading at middleboxes caused by heavy hitters. It
can bring down CPU load to the normal level within 10ms
with no or almost no packet losses.

II. DESIGN OVERVIEW

MIMIC is designed with two modules: 1) the end-to-end
per-flow backpressure protocol (§III), and 2) the FPGA-based
heavy hitter detection module (§IV).

We extend the existing SmartNIC used by the hosts and the
middleboxes in our production cloud (Fig. 3). The NFV-based
middleboxes on the path of east-west traffic (VM-VM) may
experience CPU overloading. This makes its SmartNIC the
ideal point to detect heavy hitters. The middlebox SmartNIC
and the receiver SmartNIC and VM may act as the point(s) to
facilitate congestion notification, while the sender SmartNIC
and VM may act as the point(s) to rate-limit the selected flows,
depending on the scenarios (§III).

As shown in Fig. 4, the SmartNIC consists of three parts:
CPU, FPGA and off-chip DRAM. The x86 server hosts the
VMs through a hypervisor where light-weight scripts are
running to monitor CPU utilization. When the CPU utilization
in the x86 server exceeds the pre-defined threshold, this will
trigger MIMIC on the SmartNIC (light blue arrow line in
Fig. 4). The CPU will query the FPGA for heavy hitter
information. The FPGA has the FlowID of all current heavy



Fig. 4. SmartNIC architecture with x86 server. CPU overloading at x86 server
will trigger MIMIC on SmartNIC. SmartNIC CPU gets a set of heavy hitters
from pre-filtering, to be used by the backpressure protocol determining the
appropriate heavy hitters for rate-limiting.

hitters in its cache obtained through pre-filtering (§IV-C).
Based on the FlowID, the FPGA reads the counters of these
flows stored in the DRAM. This process is shown by the red
dash-dotted arrow line in Fig. 4. The FPGA then returns the
heavy hitter information to the CPU (green dashed arrow line
in Fig. 4) where the proper heavy-hitter flows are selected for
rate limiting (§ III-A). The CPU then inserts ECN marking
rules into the flow table entries for these selected heavy-hitter
flows (purple dotted arrow line in Fig. 4). The selected flows
are then rate-limited accordingly.

Our current production system already has per-flow count-
ing statistics for all ongoing flows for monitoring, auditing
and accounting services. In Fig. 4, this is achieved through
a two-level memory design, leveraging the on-chip SRAM
and off-chip DRAM. The heavy hitter pre-filtering procedure
can readily utilize these statistics to pre-select a set of heavy
hitters, to be used by the backpressure protocol, which then
determines the appropriate heavy hitters for rate-limiting.
Our design capitalizes on existing mechanisms such as TCP
congestion control [10], ECN [11] and meter tables [12] for
rate-limiting. MIMIC is designed in a way that it can adapt to
any improvements on these mechanisms if they get deployed.

A. Design challenges and goals

Non-invasive per-flow backpressure. MIMIC only rate-
limits the specified heavy-hitter flows [13] without affecting
other flows to ensure tenant isolation [14], [15]. Modifications
need to be transparent to users. The design should not modify
the user’s protocol stack and OS configurations, or emulate
the behavior that is against the user’s setting. For example,
if the tenant chose to use CUBIC for congestion control, we
would not emulate the behavior of DCTCP. If the tenant does
not want to initiate or accept ECN, we will not emulate the
behavior of ECN.

Controllable rate-limiting for both TCP and UDP traffic.
TCP congestion control has its own rate control mechanism
and tends to generate bursty traffic making transmission rate
fluctuate. On the other hand, UDP has no built-in feedback
mechanisms to react to congestion. It is essential to have a
mechanism ensuring that the transmission rate of the heavy
hitter is maintained at the expected level.

Accurate, lightweight and rapid heavy hitter detection.
Accurate detection ensures that the right flows are rate-limited
without affecting other legitimate traffic. This requires per-flow
counting over a large time window so that micro-bursts can
be filtered out. However, this will consume a large amount
of memory, not doable with the limited on-chip memory. To
achieve a fast backpressure reaction, the detection needs to be
running all the time in the background handling cloud-scale
traffic. However, the bandwidth disparity between SRAM and
DRAM as well as FPGA and CPU may create bottlenecks
with frequent updates. This requires a lightweight detection
system, which is able to handle these complexities.

III. BACKPRESSURE PROTOCOL

Among the reported heavy hitters obtained from pre-filtering
(§IV-C), the backpressure protocol selects the appropriate
flows for rate-limiting (§III-A). We then design the protocol
in a progressive fashion. BK-VM (§III-B) assumes the full
support of ECN and can only work with TCP traffic. BK-
NIC (§III-C) takes advantage of meter tables for rate-limiting
and thus can work with both TCP and UDP traffic, but may
generate a large number of packet losses, due to the nature
of meter tables. BK-VM&NIC (§III-D) leverages both BK-
VM and BK-NIC, but do not assume the full support of ECN.
Instead, it enables ECN at SmartNIC by “deceiving” ECN as
long as the host is willing to enable ECN upon request (default
in Linux 3.x [9]).

A. Heavy hitter selection

Among the heavy hitters reported from pre-filtering, if we
only rate-limit Top-1 flow, the released capacity can be quickly
taken up by the other heavy hitters of the similar rates. On
the other hand, it may not be necessary to rate-limit Top-2
flow if it is much smaller (Fig. 2). To handle this problem,
we design a threshold-based algorithm to select the flows for
rate-limiting. As engine CPU utilization relates more directly
to PPS than BPS [16], packet counts are commonly used to
indicate the size of the flows [13], [17]–[19]. In our design,
we compare the packet count of an individual heavy hitter to
the total packet count for all reported heavy hitters. This gives
us an individual-to-all packet count ratio. The heavy hitters
with a packet count ratio greater than a predefined threshold
will be selected for rate-limiting. The threshold ratio can be
selected based on individual production settings.

B. Backpressure to VM

Similar to ConQuest [13] and NFVnice [3] (when its service
chain spreads across multiple hosts), a straightforward solution
is to use ECN for end-to-end per-flow backpressure, which
we refer to as BK-VM. BK-VM is based on the assumption
that ECN can be established between the client and the
server through negotiation. The negotiation is affected by host
settings, e.g., /proc/sys/net/ipv4/tcp_ecn in Linux 3.x [9]. Here
is how ECN works to backpressure heavy hitters.

ECN modes and establishing ECN. If tcp_ecn is set to 0,
ECN is disabled. If set to 1, the host will initiate ECN and



Algorithm 1: BK-VM deployment.
1 Function Select_flows():
2 Get elephant flow information from FPGA.
3 Calculate the individual-to-all packet count ratio and select the

flow into FlowID_set whose ratio exceeds the threshold.
4 return FlowID_set

5 Function CE_labelling(packet, FlowID_set):
6 Get FlowID of the packet.
7 if FlowID in FlowID_set then
8 Set CE field in the IP header to 1.

9 Function Intermediate_NIC1(packet):
10 if CPU utilization > Threshold then
11 FlowID_set = Select_flows()

12 CE_labelling(packet, FlowID_set)
13 Forward the packet.

accept it if requested. If set to 2, the host will not initiate ECN
but will accept if requested (default in Linux 3.x [9]). On the
client side if tcp_ecn is set to 1, the client will request ECN
on establishing the TCP connection by setting the Congestion
Window Reduced (CWR) and ECN-Echo (ECE) field to 1 in
the SYN segment. On the server side if tcp_ecn is set to 1
or 2, in response the server will set the ECE field to 1 in the
SYN-ACK segment, and move its state machine in the kernel
to the state TCP_ECN_OK, indicating ECN connectivity with
the client. On receiving the SYN-ACK segment, the client will
also move its state machine to the state TCP_ECN_OK [20].

ECN marking for congestion control. With ECN enabled,
the sender marks its packets with the ECN Capable Transport
(ECT) field set to 1. This allows intermediate routers that
support ECN to mark those IP packets using the Congestion
Experienced (CE) field instead of dropping them, in order
to signal impending congestion. Upon receiving an packet
with ECT and CE set to 1, the receiver echoes back the
congestion occurrence with the ECE field set to 1 in its
ACK. When the sender receives an ACK with ECE set to
1, it reduces its congestion window (CWND) and thus its
transmission rate, and then sends packets with CWR set to 1 to
acknowledge receiving the congestion indication. The receiver
keeps sending ACKs with ECE set to 1 until it receives a
packet with CWR set to 1.

If the CPU utilization of some forwarding instances exceeds
the threshold, the protocol selects the heavy hitters to rate-
limit (line 10-11 in Algorithm 1). It will then mark the CE
(Congestion Experienced) of these flows and forward the
packet (line 12-13). The sender will reduce its rate accordingly.

BK-VM is the simplest solution, leveraging the existing
congestion control and ECN mechanisms. However, it assumes
full ECN support and does not work with UDP traffic.

C. Backpressure to SmartNIC
Another solution is to use a meter table [21] for rate-

limiting at the sender host. This only requires the SmartNICs
at the sender and the middlebox to work together, and thus is
transparent to the VMs. The middlebox generates a packet to
notify the sender host of the heavy hitter to rate-limit. This
is similar to NCF [22]. This design is referred to as BK-NIC.
Algorithm 2 describes its pseudocode. BK-NIC is conceptually
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Fig. 5. BK-NIC architecture, using meter tables to rate-limit.

Algorithm 2: BK-NIC deployment.
1 Function Select_flows():
2 · · ·
3 Function Intermediate_NIC2():
4 if CPU utilization > Threshold then
5 FlowID_set = Select_flows()
6 for flow in FlowID_set do
7 Send a specific packet with 5-tuple to notify the traffic

source.

8 Function End_NIC1(packet):
9 if The packet is a specific packet then

10 Hijack it and add meter table with 5-tuple in the payload.

similar to NFVnice [3], which drops packets early at the
beginning of the service chain through the NFV manager.

The per-flow backpressure is conducted with the following
steps shown in Fig. 5: 0⃝ heavy hitter detection runs with
SmartNIC acceleration; 1⃝ if the CPU utilization of some
forwarding instance exceeds the predefined threshold, the
SmartNIC software will query FPGA to obtain the current
heavy hitters and then select the ones to rate-limit based
on packet count ratio; 2⃝ the intermediate node will then
generate a specific packet to notify the traffic source of these
heavy hitters (we can use one bit in the VXLAN header
to specify that it is a notification packet and store the 5-
tuple of the heavy hitter in its payload); 3⃝ on receiving the
notification packet, the SmartNIC at the traffic source will
intercept the packet and add corresponding meter table entries
for heavy hitter rate-limiting. The meter table makes sure that
the transmission rate of the heavy hitter does not go beyond
a certain limit, otherwise packets will be dropped. The meter
table is implemented based on token buckets [21].

BK-NIC is independent of the guest protocol stack without
needing any special support such as ECN, and thus works with
both TCP and UDP heavy hitters. The notification packet may
include the data rate to be limited to, and periodically update
the meter table based on the current CPU load.

D. Backpressure to VM and SmartNIC

Although BK-NIC meets our design goals, the meter table
rate-limiting may lead to excessive packet losses. Modern
operating systems have some support for ECN, but they are
usually shipped with ECN partially disabled. To reduce packet
losses, we may leverage ECN with some ‘tricks’ to enable
ECN for backpressuring, in addition to meter table rate-



TABLE I
BACKPRESSURE SCENARIOS.

Client
tcp_ecn

Server
tcp_ecn

Server to Client
transmission

Client to Server
transmission

1 1, 2 VM&NIC VM&NIC
0, 2 1, 2 VM&NIC NIC
1 0 NIC VM&NIC

0, 2 0 NIC NIC

limiting. This approach is referred to as BK-VM&NIC, as it
backpressures to both VM and SmartNIC at the same time.

By analysing Linux kernel code [20], we find that as long
as ECN state machine transforms to TCP_ECN_OK, we can
backpressure using ECN. Table I shows the scenarios whether
we can use ECN for backpressuring, in relation to client and
server tcp_ecn values. VM&NIC means ECN can be used
to backpressure to the source. NIC-only means ECN cannot
work.

Full ECN support (Row 1 in Table I). As shown in § III-B,
if tcp_ecn is 1 for the client and 1 or 2 for the server, the client
will initiate ECN and the server will accept it. This enables
backpressuring to both client and server VMs.

Deceiving ECN scenario 1 (Row 2 in Table I). When the
tcp_ecn of the client and the server is set to 2 as default [9], a
case in this scenario, the client will not initiate ECN, although
the server would accept it if requested. ECN can not be
established. However, we may ‘trick’ the server and move
its state machine to the TCP_ECN_OK state by modifying
the SYN segment from the client. The SmartNIC intercepts
the SYN and sets the CWR and ECE fields to 1, and then
forwards it to the server. After that, we can backpressure to
the server VM using ECN, but not the client VM.

Deceiving ECN scenario 2 (Row 3 in Table I). If client
tcp_ecn is 1 but server tcp_ecn is 0, the client will initiate
ECN, but the server will ignore. Similarly, we may ‘trick’
the client by modifying the SYN-ACK segment and move
its state machine to the TCP_ECN_OK state. We can then
backpressure to the client VM, but not the server VM.

ECN not working (Row 4 in Table I). In the cases when
both client and server are not interested in establishing ECN
connectivity, we cannot backpressure to the VMs.

Algorithm 3: BK-VM&NIC deployment.
1 Function Intermediate_NIC1(packet):
2 · · ·
3 Function End_NIC2(packet):
4 if TCP_FLAGS = SYN then
5 Set CWR and ECE to 1.

6 if TCP_FLAGS = SYN-ACK then
7 Set ECE to 1.

8 if CE = 1 then
9 Set ECT to 1.

10 Set ECE of ACK packets with reversed 5-tuple to 1 until
receiving a packet with CWR of 1.

11 if ECE = 1 then
12 Add meter table with reversed 5-tuple.
13 Set CWR of one packet with reversed 5-tuple to 1.

14 Forward the packet.

Implementation. Fig. 6 shows the backpressure pipelines

Fig. 6. BK-VM&NIC pipeline. It shows the steps to ‘trick’ the server (white
label) and the client (black label), respectively. This will enable ECN for the
transmission from the server or client. The trick only works if the host is
willing to use ECN (Row 2 and 3 in Table I).

to ‘trick’ the client and the server VMs, with black and white
labels, respectively. Using the pipeline to ‘trick’ the server VM
as an example, here are the steps to enable ECN for backpres-
suring: 0⃝ execute heavy hitter detection as with BK-NIC; 1⃝
when the SYN segment from the client VM is intercepted, the
SmartNIC marks its CWR and ECE fields to ‘trick’ the server;
2⃝ on receiving the SYN with CWR and ECE of 1, the server
VM sends a SYN-ACK segment with ECE of 1 and transforms
its ECN state machine to TCP_ECN_OK state; 3⃝ if the CPU
utilization of some forwarding instance exceeds the predefined
threshold, the SmartNIC software will query FPGA to obtain
the current heavy hitters and select the ones to rate-limit; 4⃝
then the intermediate node will mark CE for the packets of
these flows to signal the impending congestion; 5⃝ when the
packet with CE of 1 is forwarded to the SmartNIC of the client
VM, a match-action rule will be set to mark the ECE of the
ACK packets until a packet with CWR of 1 is received; 6⃝
on receiving the ACK with ECE of 1, the SmartNIC of the
server VM adds a meter table for heavy hitter rate-limiting; 7⃝
when the server VM receives the ACK with ECE of 1, it will
reduce the CWND and mark the CWR of the next outgoing
packet belonging to this flow. We follow the steps with black
labels to ‘trick’ and realise backpressure to the client. The
SmartNIC of the end-host implements all the green blocks
in Fig 6 (line 3-14 in Algorithm 3). The SmartNIC of the
intermediate node implements all the yellow blocks (line 9-
13 in Algorithm 1). The blue blocks are implemented by the
existing protocol stack.

Meter table working with ECN. Backpressuring to Smart-
NIC is often a backup method for backpressuring to VM’s
protocol stack. In the scenarios where the client or the server
cannot be ‘tricked’, the meter table is the last resort for rate-
limiting. Furthermore, while we do have a mechanism to set
CE marking frequency so that the transmission rate of the



heavy hitter is maintained at a desired level, TCP congestion
control tends to make the transmission rate fluctuate. The
meter table can help stabilize the rate.

CE marking frequency. With high marking frequency at
the middlebox, we may achieve lossless rate-limiting because
of the low transmission rate imposed by TCP congestion con-
trol. But the throughput may suffer. With low frequency, the
heavy hitter may still be able to maintain a high transmission
rate, overloading the CPU. As a result, backpressuring to
SmartNIC, that is, the meter table may kick in to further reduce
the transmission rate by dropping packets. §V-A describes how
to set a suitable frequency to achieve backpressure and high
throughput with no or almost no packet losses.

E. Discussions

For TCP heavy hitters, BK-VM&NIC can achieve lossless
backpressure by deceiving ECN and the careful setting of
CE marking frequency. BK-VM&NIC can also regulate the
transmission rate when it fluctuates due to the nature of TCP
congestion control. In contrast, BK-NIC has to rely on meter
tables to rate-limit by dropping potentially a large number of
packets. BK-VM has limited applications due to its assumption
of full ECN support. For UDP heavy hitters or when ECN is
not available, BK-VM&NIC and BK-NIC work in the same
way, rate-limiting by meter tables.

CE marking, packet dropping and rwnd. Our current
implementation uses CE marking, emulating a fixed packet
loss rate to control the transmission rate of the heavy hitters
without dropping packets. CE marking frequency can be
adjusted to achieve the desired transmission rate. If we relax
the packet dropping policy, we may drop the packets of the
heavy hitter at the middlebox to reduce its transmission rate.
Alternatively, if we relax the non-invasive policy, we may set
rwnd in the ACKs to a size that rate-limits the heavy hitter to
the desired level without dropping packets [23]–[26].

Invasiveness. Our current approach keeps invasiveness at
the minimum. We only play ECN ‘tricks’ if the VMs are
willing to accept ECN. That is, the VMs have their tcp_ecn
set to 1 or 2. Then, it is entirely up to their own congestion
control to react to ECN marking. There are some interesting
proposals [25], [26] that allow vendors to enforce an optimized
congestion control (e.g., DCTCP) at vSwitch or hypervisor
without modifying the VM’s protocol stack. The TCP seg-
ments and ACKs are intercepted and the relevant flags may
be reset to enable ECN and emulate DCTCP. The rwnd in the
ACKs is reset to reflect DCTCP congestion control (cwnd).
This essentially forces the VM’s TCP stack to emulate DCTCP
or any congestion control schemes. This is not our goal to have
this level of interference, given that we are only interested in
some heavy-hitter flows at times. However, if such proposals
get deployed we may choose a congestion control scheme
favorable to backpressuring.

IV. HEAVY HITTER DETECTION

To design a lightweight but accurate heavy hitter detection
mechanism for rapid detection, there are some challenges.

Fig. 7. FPGA architecture. A hierarchical memory desgin – on-chip hash
buckets and off-chip flow table – originally for monitoring, auditing and
accounting services. We extend the architecture by adding a lightweight heavy
hitter pre-filtering procedure through the use of Pingpong tables.

On-chip SRAM + off-chip DRAM. Accurate detection
relies on per-flow counting over a large time window to avoid
misidentifying micro-bursts as heavy-hitter flows. The micro-
bursts are tens of milliseconds in duration [27]. There are
tens of millions of flows within a few seconds [28]. To store
per-flow counting (∼100bits) for this sheer number of flows
will require gigabits of memory. However, the on-chip SRAM
is limited (e.g., 345Mbits for Xilinx’s vu9p [29]), and thus
cannot accommodate per-flow counting on its own. The off-
chip DRAM has the space. However, its limited bandwidth
is an issue. If FPGA reports per-flow counting directly to
DRAM every time when a packet is processed, the memory
bandwidth will be insufficient. To this end we adopt a two-level
hierarchical memory design, combining the on-chip SRAM
with the off-chip DRAM (§ IV-A and § IV-B). This is already
implemented and deployed in our production systems for
monitoring, auditing and accounting services.

Bandwidth disparity between CPU and FPGA. The
detection mechanism leverages this existing two-level memory
design by adding a pre-filtering procedure (§ IV-C), which
pre-selects a set of potential heavy hitters to be determined
by the backpressure protocol (§ III-A). The backpressure
protocol running on CPU gets this list of potential heavy
hitters from pre-filtering running on FPGA through a heavy
hitter query procedure (§ IV-D). However, there is a significant
performance disparity between the two. The FPGA may push
the heavy hitter information to the CPU. If the frequency of
pushing is too high, the backpressure protocol running on
CPU may be overwhelmed. If it is too low, the backpressure
protocol may not have the latest heavy hitter information. To
address this issue, we adopt a pull method. The backpressure
protocol pulls the list of heavy hitters on demand.

A. FPGA-based hierarchical design

The per-flow counter updates for every single packet. Given
the high throughput in the cloud (e.g., tens of millions of PPS),
this is a tremendous amount of work. If we process each packet
by software with DPDK acceleration, the CPU core may be
overloaded, resulting in packet losses. Our existing FPGA-
based SmartNIC is a handy choice for this task.

Fig. 7 shows the FPGA-based hierarchical design taking
advantage of the speed of the on-chip SRAM and the space and
affordability of the off-chip DRAM, which is already deployed



in our production cloud. The design consists of (1) a CPU on
the SmartNIC for triggering the heavy hitter query procedure
when the CPU utilization spikes occur in the x86 server, (2) an
FPGA for maintaining Hash Buckets to store the most recently
counted flow states in a short-time window (e.g., 1ms) and
a Pingpong Table to store the FlowID of the current heavy
hitters obtained through pre-filtering, and interfacing with the
off-chip DRAM, and (3) an off-chip DRAM for maintaining
the complete flow states in a long-time window (e.g., 2s).

B. Hash buckets on FPGA

To deal with the limited on-chip memory, the current work
has to trade off between detection accuracy and memory usage,
resulting in some loss of flow information. Hash table keeps
the state of each flow in an entry, which works well with per-
flow counting for all flows, and has a low level of computation
complexity. However, hash table does need a large amount of
memory space. Our hierarchical design leverages the existing
deployment of off-chip DRAM, making hash table a good fit.
The trade-off between detection accuracy and memory usage
is no longer an issue in our design.

The short-time flow table is stored in the on-chip mem-
ory based on hash buckets [30]. The hash function is only
performed once each time when a new item is added to the
bucket. A hash bucket has multiple slots to accommodate
hash collisions. Each slot identifies a distinct FlowID and its
counter. The off-chip DRAM helps keep the long-time flow
table and handle the overflow of the hash buckets on FPGA.

FPGA overflow. When a packet arrives, FPGA identifies
the bucket for its flow through hash function. If the flow is
already present in the bucket, FPGA updates the corresponding
flow counter. If the flow is not in the bucket, and there is
an empty slot, we insert the new flow to the empty slot.
However, if the bucket is full, and the flow is not found in
the bucket, this results in bucket overflow. FPGA replaces the
flow entry that has the minimum counter value in the bucket
with the incoming flow. The evicted flow entry including its
counter is copied into DRAM (Fig. 7). If the flow entry already
exists in DRAM, the counter will be updated accordingly. In
addition, the counter of each slot has an upper value. Too many
packets of the same flow will result in counter overflow. The
corresponding flow entry will be removed to DRAM. To avoid
an excessive number of overflows, FPGA performs periodic
updates every 1ms to evict all the flow states to DRAM.

C. Heavy hitter pre-filtering

The flow table in the DRAM keeps tens of millions of flows
with gigabits of memory [28]. It is straightforward to identify
the heavy hitters through sorting the counter, but there are
some issues. Since the time required for sorting (approximately
10s) is much longer than that of periodic updates from
FPGA (1ms), the counters constantly change during the sorting
process, an inconsistent state leading to inaccurate heavy hitter
detection. To tackle this problem, we introduce a heavy hitter
pre-filtering mechanism. When the counters in the DRAM are
updated by bucket and counter overflows or periodic updates,

FPGA will write to the Pingpong table the FlowID for the
flows whose counters exceed a threshold (Fig. 7). These flows
are considered heavy hitters. Through pre-filtering, a large
number of mice flows are filtered out and the flows that may be
causing CPU overloading are left, which significantly reduces
the time required for heavy hitter detection.

D. Heavy hitter query

In our design the backpressure protocol pulls the heavy hit-
ter information from the FPGA in an on-demand manner. The
CPU reads the pre-filtered heavy hitter information (§ IV-C)
through the interface logic in FPGA (Fig. 7). That is, when
CPU utilization in the x86 server exceeds the threshold, the
CPU on the SmartNIC will issue a request to FPGA to get
the current heavy hitters, which are stored in the Pingpong
table through pre-filtering. To prevent blocking while reading
and writing, there are two Pingpong tables, A and B, reading
and writing to different tables. When FPGA reads table A for
heavy hitter FlowID, pre-filtering writes to table B, and vice
versa. When no reading occurs, pre-filtering writes FlowID
randomly to one of the tables for load balancing. To prevent
that the same FlowID gets written to Pingpong table multiple
times, a 1-bit flag is used to indicate whether a flow has
been recorded as a heavy hitter through pre-filtering. Upon
the request from the CPU, FPGA generates a read command
to both Pingpong tables A and B to get the FlowID of the
heavy hitters, and reads the corresponding counter from the
DRAM. FPGA then reports this information to CPU through
interrupts. With this on-demand pulling, the CPU can obtain
the heavy hitter information in a timely manner without wast-
ing processing resources. Upon receiving the heavy hitters,
backpressure is then performed on the selected flows according
to the procedures in § III.

V. EXPERIMENT SETTING

We select one region to evaluate MIMIC. The guest OS is
CentOS 7 3.10.0-514.21.1.el7.x86_64 with CUBIC TCP set as
default. Each FPGA-based SmartNIC is configured with one
100Gbps NIC [31].

A. CE marking frequency

CE marking frequency has an impact on rate-limiting the
selected TCP flows at the right level. However, different TCP
variants have its own mechanism to adjust the congestion win-
dow. This potentially makes finding a universal CE marking
frequency impossible. However, as the standard TCP works
well in the networks with short RTTs, the newly proposed
TCP variants such as CUBIC all aim (or are supposed to aim)
to be fair, when competing with the standard TCP flows for
bandwidth in such networks. This means the response func-
tions of the TCP variants would exhibit a similar behavior as
the standard TCP in these networks. We did some experiments
to compare between the standard TCP and CUBIC with CE
marking frequency within the region between 10−3 and 10−4.
They indeed exhibited the similar behavior. This gives the
confidence to have a CE marking frequency for a given RTT
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Fig. 8. CE marking frequency on
data rate. Transmission rate is limited
to around 850Mbps after CE marking
regardless initial transmission rates.
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Fig. 9. Bucket and slot numbers on
overflow. 32k buckets with 4 slots: a
good trade-off between overflow prob-
ability and hardware resources.

in such networks, applicable to different TCP variants. The
marking frequency can be adjusted to suit individual flows.

Based on our experience, 99% of the flows have a rate
below 100Mbps and the CPU utilization of 1Gbps traffic
is about 15%, which is commonly seen for the servers in
data centers [32]. Considering the trade-off between CPU
protection and throughput, the target transmission rate could
be set to 800-900Mbps. We did some experiments with ECN
enabled without meter tables in place. The TCP traffic is
sent at different rates. The intermediate node marks CE at
a constant frequency (1 over 2000 packets). Fig. 8 shows that
with initial transmission rates at 2Gbps, 1.5Gbps and 1Gbps,
all are limited to about 850Mbps while the transmission rate
at 500Mbps is not affected. This observation is also supported
by theory that with a deterministic loss model the transmission
rate can be limited to a certain level. Therefore, if we want to
limit the transmission rate to T Mbps, the marking frequency
can be determined through response functions as well as
experiments. To reinforce rate-limiting, the band rate of the
meter table is also set to T Mbps to handle the busty nature
of TCP as well as the scenarios where ECN is not supported.
In the following experiments, the default band rate of the meter
table is set to 850Mbps and the default marking frequency is
set to 1 over 2,000 packets.

B. Hash bucket parameters

The number of hash buckets and its size are directly
related to bucket overflow probabilities. Frequent overflows
will lead to frequent updates between FPGA and DRAM
causing unnecessary overhead. We need to trade off between
the amount of required resources and overflow probabilities. A
small number of buckets may cause frequent bucket overflows.
With a large number of buckets, however, the allocated on-
chip memory may have a low utilization rate. In addition, the
number of slots in a bucket is proportional to the amount of
hardware support (e.g., LUTs, registers) used by FPGA for
calculations and lookups. We want to minimize the numbers
of buckets and slots with an acceptable overflow probability.

The number of buckets and slots are selected with perfor-
mance analysis through simulations. Suppose our SmartNIC
supports a maximum of 40Mpps packet processing rate, and
thus a maximum of 40k packets arrive within 1ms. We simu-
lated the hash bucket in software with 40k packets belonging
to a random number of flows. In comparison to the use of
production traffic, the simulation allows us to try out extreme
scenarios: a large (small) number of small (large) flows. Fig. 9
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Fig. 10. No. of flows on overflow/slot
utilization. For 40k flows (design as-
sumption) low overflow probability is
achieved with a good slot utilization.
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Fig. 11. No. of flows on overflow up-
dates. The number of bucket overflows
increases rapidly with the number of
flows, but still well under 400.

shows the overflow probability with different bucket and slot
numbers. It shows that with 2 slots the overflow probability is
very high, making it unacceptable. With 8 slots the overflow
probability is extremely low, however, the hardware support
needed is the highest. The combination of 4 slots and 32k
buckets appears to be a sweet spot. It has a low overflow
probability with the best performance gain in terms of the
use of on-chip memory and hardware support. Therefore, the
bucket number is set to 32k with 4 slots in a bucket.

VI. RESULTS

A. Hash bucket performance

The impact of concurrent flows. To validate our design on
hash buckets, we perform a stress test. We adjust the number of
concurrent flows up to 600k, which is well beyond our assump-
tion of maximum 40k. The portion of heavy hitters is set to 1
over 1,000 flows. Fig. 10 shows that the number of slots in use
increases with the number of concurrent flows and the slots are
almost fully utilized with 200k flows. The overflow probability
is increased from 0.01% to 72.65% as the number of flows
grows from 10k to 600k. Note that there is a sweet region
at the beginning of the curve where the overflow probability
grows slowly while the slot utilization rate increases rapidly.
This fits well with our assumption of maximum 40k flows with
slot utilization at 30.9% and overflow probability at 0.82%. In
addition, the overflow probability is about 30% even when the
number of flows reaches 200k. This means that even at this
scale much greater than the design assumption, our design can
still reduce a large amount of overhead on the interactions
between FPGA and DRAM.

Overflow. In order to show the proportions of the three
interactive methods, we adjust the number of concurrent flows
on the premise that the packet rate is 40k packets per ms.
Fig. 11 shows that as the number of concurrent flows increases
from 801 to 39957, the number of counter overflows decreases
from 40 to 1 while the number of bucket overflows increases
from 2 to 335. This is in line with our expectation that as
the number of flows increases the bandwidth share for each
flow is diluted, resulting in fewer counter overflows but more
hash collisions and thus more bucket overflows. By the nature
of bandwidth sharing, there will not be many heavy hitters.
It is not surprising that the number of counter overflows is
generally low, however the number of bucket overflows may
explode as the number of flows increases. For a periodic
update, as expected a similar number of entries are loaded
to DRAM based on the number of concurrent flows in place
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Fig. 12. Performance: SmartNIC vs
x86 server. FPGA-based SmartNIC
improves PPS performance 5 times for
heavy hitter detection.
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Fig. 13. Mice flow data rate. Mice
flows benefit from rate-limiting heavy
hitters, but get penalized by DCTCP
for undifferentiated ECN marking.
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(a) Heavy hitter data rate.
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(b) Retransmissions.
Fig. 14. CE marking frequency on BK-VM. Loose marking cannot rate-limit
heavy hitters to the desired level. Dense marking can achieve the goal.

(the number of entries is not exactly the same as the number
of flows, because of overflows).

B. Heavy hitter detection ability

Fig. 12 compares the ability to detect heavy hitters between
x86 server and SmartNIC with FPGA acceleration. SmartNIC
increases packet processing rate by five times, throughput by
more than two times and reduces end-to-end packet latency
by more than half. This indicates that FPGA-accelerated
SmartNIC is promising for cloud-scale heavy hitter detection.
After testing in a region for one month, MIMIC detected
several heavy hitters and performed backpressuring. There
were no persistent packet losses observed in the testing.

C. Rate-limiting performance

Mice flow. The per-flow backpressure should only be im-
posed to heavy hitters without penalizing the mice flows from
the other tenants. Fig. 13 compares the data rate of mice flows
between different schemes. The Base scheme has no rate-
limiting applied. It shows that by rate-limiting heavy hitters the
released bandwidth is taken up by the mice flows, resulting
in improved data rate. In contrast, ECN (with CUBIC) and
DCTCP do not differentiate between mice flows and heavy
hitters for CE marking, causing a great deal of penalty on
mice flows. DCTCP has its own ECE marking mechanism
and the corresponding rate adjustment function. This has a
greater impact on mice flows.

Heavy-hitter flow. Fig. 14, 15 and 16 show the rate-limiting
performance between the three proposed schemes (namely,
BK-VM, BK-NIC and BK-VM&NIC) with different CE mark-
ing and notification frequency, loose and dense marking. The
loose marking is set to 1 over 5,000 packets. The dense
marking is set to 1 over 2,000 packets, which gives the desired
transmission rate (§ V-A). In the figures, the Base scheme
has no rate-limiting applied. Fig. 14 shows that with dense
marking BK-VM can rate-limit the selected heavy hitter to
the desired transmission rate with almost no retransmissions.
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(a) Heavy hitter data rate.
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(b) Retransmissions.
Fig. 15. Notification frequency on BK-NIC. Meter tables can rate-limit heavy
hitters to the level as desired. But excessive packet losses may occur.
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(a) Heavy hitter data rate.
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(b) Retransmissions.
Fig. 16. CE marking frequency on BK-VM&NIC. Regardless loose or dense
marking the scheme can rate-limit to the desired level. Meter tables kicked
in with loose marking, as it could not rate-limit to the desired level, causing
a large number of packet losses. No packet losses with dense marking.

However, with loose marking the transmission rate is well
above the desired level, persistently stressing on the CPU,
although there are no many retransmissions. BK-NIC leverages
the proposed notification packet to signal CPU overloading.
Triggered by this packet, a meter table is then added to the
SmartNIC on the sender host for rate-limiting the selected
flows to the desired transmission rate. Fig. 15 shows that
the meter table sets the transmission rate at the right level.
However, there are a large number of retransmissions due
to meter table’s packet dropping mechanism. BK-VM&NIC
is conducted not only on the VM but also the SmartNIC.
That is, in addition to the rate-limiting mechanism through
ECN on VM, there is also a meter table on the SmartNIC to
further control the transmission rate if needed. Fig. 16 shows
that the transmission rate is always limited to the right level
regardless CE marking frequency. However, with the right
marking frequency there were no retransmissions observed.
With loose marking, there are some retransmissions but far
below the level of BK-NIC. This is because the meter table
on the SmartNIC does not have to drop as many packet due
to the rate-limiting on VM.

BK-VM is similar to ConQuest [13] and NFVnice [3],
requiring full ECN support. However, the later two use the
standard CE marking while BK-VM can use the proposed
mechanism for selecting CE marking frequency. BK-NIC is
similar to NCF [22] as they both have a mechanism to generate
a notification packet for backpressure. BK-NIC is similar to
NFVnice [3] when its backpressure is done by a NFV manager,
in the sense of dropping packets early.

D. x86 server CPU performance

RTT. Fig. 17 shows the query latency distribution between
different schemes by pinging the corresponding CPU core.
When there is no rate-limiting (Base), the queue in the
middlebox is built up leading to unpredictable long latency.
For BK-VM&NIC and BK-NIC, the latency is well controlled.
The average latency for Base, BK-NIC and BK-VM&NIC are
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Fig. 17. x86 server query RTT. Query
latency is well under control by rate-
limiting heavy hitters.
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Fig. 18. x86 server CPU utilization
with reaction time. Fast reaction in
response to CPU overloading.

0.998ms, 0.402ms and 0.286ms, respectively. The “on/off”
bursty nature of meter table tends to create micro queues. As
a result, BK-NIC has a latency greater than BK-VM&NIC.

CPU utilization and reaction time. Fig. 18 shows the CPU
cycles per 20ms interval for packet processing at the NFV node
when CPU utilization exceeds the threshold. There are many
mice flows as background traffic throughout the experiment.
The black arrow points the time when the heavy hitter started.
In the figure, our schemes significantly reduce the number of
cycles. The reaction time is observed from CPU utilization
exceeding the threshold to CPU utilization settling at the right
level. The work in [33] implements heavy-hitter detection and
backpressure in software, which takes nearly 1 minute to take
effect. The reaction time of BK-NIC and BK-VM&NIC are
0.6s and 10ms, respectively, which is much faster than the
software solutions. From our observation it takes about 1ms for
the CPU to get the heavy hitter information, and about 0.3ms
to get the flows selected and transmit the rate-limiting signal.
It is then up to the protocol stack to receive, process and react
to the signal. As a result, BK-VM&NIC reacts promptly and
starts rate-limiting. BK-NIC has a longer reaction time because
of meter table’s rate-limiting mechanism. It takes the meter
table some time to “warm up”, observing the transmission
rate before rate-limiting.

VII. RELATED WORK

Collaborative studies. A lot of efforts have been made to
improve ECN marking at the intermediate nodes [34]–[37] and
the end hosts [38]. These schemes are compatible with our use
of ECN. Our CE marking can take advantage of these schemes
when suitable. ACDCTCP [25] and vCC [26] allow vendors
to enforce an optimized congestion control such as DCTCP
in a transparent way. There is a high level of interference not
suitable for MIMIC (§ III-E). However, if such systems get
deployed, MIMIC may choose a congestion control scheme
favorable for backpressuring.

On heavy-hitter detection, some systems [13], [14], [17]–
[19], [22], [39]–[41] aim to achieve high detection accuracy
with efficient use of on-chip memory. The limited on-chip
memory cannot deal with the amount of cloud traffic, without
losing flow information. With the FPGA-based hierarchical
memory design, MIMIC does not have to trade off between
detection accuracy and memory usage. MIMIC may use these
schemes if memory becomes an issue.

Rate-limiting upon detection. ConQuest [13] detects heavy
hitters based on a short-time window. This may yield very

efficient use of memory at the cost of losing flow information
and mistaking micro-bursts as heavy hitters. ConQuest uses
the standard ECN. This means it will not work on UDP traffic
or in the scenarios where ECN is disabled on either side of the
hosts. ConQuest is similar to BK-VM in our design. NCF [22]
identifies the heavy hitters with count-min sketch and sends
NACKs to the traffic source of the top-k heavy hitters. Again,
it is an excellent scheme for efficient use of memory which
may result in the losses of flow information. It is not clear
how rate-limiting is carried out in response to NACKs. NCF
is similar to BK-NIC. NFVnice [3] may achieve backpressure
for a service chain through a NFV manager or ECN when
the chain spreads across multiple hosts. In the earlier case, a
packet is dropped early at the beginning of the service chain
to avoid wasting resources later on. Similarly, BK-NIC drops
packets early at the source host. In the later case, NFVnice
is similar to BK-VM, requiring full ECN support. However,
while NFVnice can backpresure a particular flow, it does not
try to identify the heavy hitters.

Alternative approach. The RDMA-based solutions [42]–
[44] represent a different approach without relying on the
existing protocol stack as long as the Ethernet fabric supports
it. It requires a RDMA-capable NIC and its own stack to
ensure high throughput, low latency and lossless transmissions.
This is a direction worth investigation.

PicNIC [16] and EyeQ [15] monitor the receiving rate
of each VM. When the rate exceeds a threshold, they will
backpressure to the source VM with admission control. How-
ever, this cannot guarantee a congestion-free core. In fact,
EyeQ assumes a congestion-free fabric for optimal bandwidth
allocation. The admission control of EyeQ may lead to head-
of-line (HoL) blocking and affect the mice flows by rate-
limiting VM. To tackle the HoL issue and thus allow per-flow
backpressuring, PicNIC needs to enable NAPI-TX and TSQ of
the VM. NDP [45] does not need to perform congestion con-
trol based on the proposed stack modifications. These solutions
are against our goal of being non-invasive, but worth further
investigation. BwE [46] is a global, hierarchical bandwidth
allocation infrastructure. The focus of BwE is on bandwidth
allocation, not directly on backpressuring. However, BwE may
help reduce the chance of congestion at the network core
through accurate network modelling.

VIII. CONCLUSION

We build MIMIC, a cloud-scale flow backpressure system
for production deployment. We extend our existing SmartNIC
to facilitate heavy-hitter detection and per-flow backpres-
suring. MIMIC achieves non-invasive and controllable rate-
limiting through the novel use of ECN and meter tables,
together with TCP congestion control. For heavy hitter detec-
tion, MIMIC adopts a hierarchical memory design with pre-
filtering, which results in no losses of flow information for
improved detection accuracy and enables rapid detection. As a
result, MIMIC can achieve a fast reaction time bringing down
CPU utilization to the normal level without packet losses.
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